
Martingales 

 

Probability space 

Definition 1. A probability space is defined by three elements 𝛺,  ℱ, and 𝒫. 𝛺 is the sample 
space, i.e. all possible outcomes. ℱ is the event space, i.e. a 𝜎-algebra of subsets of 𝛺. A 𝜎-
algebra is a non-empty set satisfying: 

1) 𝛺 ∈ ℱ; 

2) If 𝐴 ∈ ℱ, then 𝐴𝑐 ∈ ℱ; 

3) If 𝐴𝑛 ∈ ℱ, 𝑛 = 1,2,⋯, then ∪𝑛 𝐴𝑛 ∈ ℱ. 

𝒫:ℱ → [0,1]  is the probability function satisfying: 

i) 𝑃(𝛺) = 1 (normed); 

ii) If 𝐴𝑛 ∈ ℱ (𝑛 = 1,2,⋯ ) is a countable collection of pairwise disjoint sets, then 
𝒫(∪𝑛 𝐴𝑛) = ∑ 𝒫𝑛 (𝐴𝑛) (𝜎-additive) . 

Note 1. A set 𝐴 ∈ ℱ is called an event or ℱ-measurable. 

Note 2. The Borel 𝜎-algebra ℬ is defined as the smallest 𝜎-algebra in ℝ that includes all 
intervals of real numbers. A set 𝐵 ∈ ℬ is called a Borel set. 

 

Filtrations 

Definition 2. Let 𝐼 = [0, 𝑇] with 𝑇 > 0, and (𝛺, ℱ, 𝒫) be a probability space. A family {ℱ𝑡}𝑡∈𝐼  
of sub-𝜎-algebras of ℱ is called a filtration associated with the probability space, if ℱ𝑠 ⊂ ℱ𝑡 , 
whenever 𝑠 ≤ 𝑡. 

Example 1. Throw a fair coin three times.  

𝛺 = {𝐻𝐻𝐻,𝐻𝐻𝑇, 𝐻𝑇𝐻,𝐻𝑇𝑇, 𝑇𝐻𝐻, 𝑇𝐻𝑇, 𝑇𝑇𝐻, 𝑇𝑇𝑇}. A filtration can be constructed as 
follows. 

1) In the time when no toss is performed, ℱ0 = {∅, 𝛺}; 

2) In the time when the first toss is done: 𝐴𝐻 = {𝐻𝐻𝐻,𝐻𝐻𝑇,𝐻𝑇𝐻,𝐻𝑇𝑇} and 𝐴𝑇 =
{𝑇𝐻𝐻, 𝑇𝐻𝑇, 𝑇𝑇𝐻, 𝑇𝑇𝑇}, ℱ1 = {∅, 𝛺, 𝐴𝐻 , 𝐴𝑇}. 



3) In the time when the first two tosses are done: 𝐴𝐻𝐻 = {𝐻𝐻𝐻,𝐻𝐻𝑇}, 𝐴𝐻𝑇 =
{𝐻𝑇𝐻,𝐻𝑇𝑇}, 𝐴𝑇𝐻 = {𝑇𝐻𝐻, 𝑇𝐻𝑇}, and 𝐴𝑇𝑇 = {𝑇𝑇𝐻, 𝑇𝑇𝑇}, ℱ2 =
{∅, 𝛺, 𝐴𝐻 , 𝐴𝑇 , 𝐴𝐻𝐻 , 𝐴𝐻𝑇 , 𝐴𝑇𝐻, 𝐴𝑇𝑇 , 𝐴𝐻𝐻

𝑐 , 𝐴𝐻𝑇
𝑐 , 𝐴𝑇𝐻

𝑐 , 𝐴𝑇𝑇
𝑐 , 𝐴𝐻𝐻 ∪ 𝐴𝐻𝑇 , ⋯ }. 

4) In the time when all three tosses are done, ℱ3 = ℱ. 

Basically we do not want to use the total information ℱ. But we wish to use filtered shorter 
information ℱ𝑡 from the past to the present time 𝑡. 

For a stochastic process 𝑋(𝑡), we often choose the natural filtration ℱ𝑡 = 𝜎(𝑋𝑠; 0 ≤ 𝑠 ≤ 𝑡) 
of the 𝜎-algebras generated by the stochastic process up to (and including) time 𝑡, which 
contains the past and present ‘information’ of the process. 

Definition 3. A stochastic process {𝑋𝑡}𝑡∈𝐼 is adapted to a filtration {ℱ𝑡}𝑡∈𝐼 or is ℱ𝑡-adapted 
if, for each 𝑡 ∈ 𝐼, 𝑋𝑡 is ℱ𝑡-measurable. 

Note 3. A stochastic process {𝑋𝑡}𝑡∈𝐼 is always adapted to its natural filtration, which is the 
smallest filtration to which it is adapted. 

 

Martingales 

Definition 4. Given a stochastic process {𝑋𝑡}𝑡∈𝐼 on the probability space (𝛺, ℱ, 𝒫) and a 
filtration {ℱ𝑡}𝑡∈𝐼  in that space, we say that the stochastic process is an ℱ𝑡-martingale if, 

1) It is adapted to the filtration {ℱ𝑡}𝑡∈𝐼; 

2) 𝑋𝑡 ∈ 𝐿1 (i.e. 𝐸[|𝑋𝑡|] < +∞), for ∀𝑡 ∈ 𝐼; 

3) 𝐸[𝑋𝑡|ℱ𝑠] = 𝑋𝑠 for any 𝑠 ≤ 𝑡. 

Note 4. A stochastic process (𝑌𝑡)𝑡≥0 is a martingale with its natural filtration, if for all 𝑡 ≥ 0, 

1) 𝐸(𝑌𝑡|𝑌𝑟 , 0 ≤ 𝑟 ≤ 𝑠) = 𝑌𝑠, for all 0 ≤ 𝑠 ≤ 𝑡. 

2) 𝐸(|𝑌𝑡|) < ∞. 

Note 5. A most important property of martingales is that they have constant expectation, 
since 

𝐸[𝑋𝑛] = ∫𝑋𝑛
𝛺

𝑑𝑝 = ∫𝐸
𝛺

(𝑋𝑛+1|ℱ𝑛)𝑑𝑝 = ∫𝑋𝑛+1
𝛺

𝑑𝑝 = 𝐸[𝑋𝑛+1] 

Example 2. The simple symmetric random walk is a martingale. 

Solution Let 

𝑋𝑖 = {
+1, with probability1/2,
−1, with probability1/2,

   𝑖 = 1,2,⋯. 

For 𝑛 ≥ 1, let 𝑆𝑛 = 𝑋1 + 𝑋2 +⋯+ 𝑋𝑛, with 𝑆0 = 0. 



Since 𝑋𝑛+1 is independent of 𝑆0, ⋯ , 𝑆𝑛, 𝐸(𝑋𝑛+1|𝑆0,⋯ , 𝑆𝑛) = 𝐸(𝑋𝑛+1). Since 𝐸(𝑔(𝑋)|𝑋) =
𝑔(𝑋), 𝐸(𝑆𝑛|𝑆0, ⋯ , 𝑆𝑛) = 𝑆𝑛. Therefore, 

𝐸(𝑆𝑛+1|𝑆0,⋯ , 𝑆𝑛) = 𝐸(𝑋𝑛+1 + 𝑆𝑛|𝑆0, ⋯ , 𝑆𝑛)

= 𝐸(𝑋𝑛+1|𝑆0, ⋯ , 𝑆𝑛) + 𝐸(𝑆𝑛|𝑆0,⋯ , 𝑆𝑛)

= 𝐸(𝑋𝑛+1) + 𝑆𝑛 = 𝑆𝑛.

 

The second part of the martingale definition is satisfied as 

𝐸(|𝑆𝑛|) = 𝐸 (|∑𝑋𝑖

𝑛

𝑖=1

|) ≤ 𝐸 (∑|𝑋𝑖|

𝑛

𝑖=1

) =∑𝐸

𝑛

𝑖=1

(|𝑋𝑖|) = 𝑛 < ∞. 


